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I. INTRODUCTION

The Banach contraction principle is one of the most versatile fundamental results in fixed point theory which has a number of generalizations. One among them is the method of altering distances between the points with the use of a certain continuous control function.

In 1984, Khan, Swaleh and Sessa [1] initiated the study of existence of fixed points in metric spaces using altering distance functions. For more details and literature, we refer Choudhury [2], Choudhury and Dutta [3], Doric [4] and Sastry and Babu [5] and the related references cited in these papers.

Throughout this paper, we write \( R^+ = [0, \infty) \).

Definition 1.1 A function \( \psi : R^+ \rightarrow R^+ \) is said to be an altering distance function if the following conditions hold:

(i) \( \psi \) is continuous,

(ii) \( \psi \) is non-decreasing,

(iii) \( \psi(t) = 0 \) if and only if \( t = 0 \).

In 2000, Choudhury and Dutta [3] extended the definition of altering distance function in single variable to two variables, and later this concept was further extended to three variables which is named as generalized altering distance function in three variables by Choudhury [2].

Definition 1.2 [2] A function \( \psi : (R^+)^3 \rightarrow R^+ \) is said to be a generalized altering distance function in three variables if the following conditions are satisfied:

(i) \( \psi(x, y, z) \) is continuous in each of its three variables,

(ii) \( \psi(x, y, z) \) is non-decreasing in each of its three variables,

(iii) \( \psi(x, y, z) = 0 \) if and only if \( x = y = z = 0 \).

Choudhury [2] proved the following common fixed point theorem by using generalized altering distance function.

Theorem 1.3. [2] Let \( (X, d) \) be a complete metric space and \( S, T : X \rightarrow X \) be two self mappings such that the following inequality is satisfied:

\[
\psi_1(d(Sx, Ty)) \leq \psi_1(d(x, y), d(x, Sx), d(y, Ty)) - \psi_2(d(x, y), d(x, Sx), d(y, Ty))
\]

for each \( x, y \in X \), where \( \psi_1 \) and \( \psi_2 \) are generalized altering distance functions and \( \varphi_1(x) = \psi_1(x, x, x) \). Then \( S \) and \( T \) have a unique common fixed point.

Later, in 2007, Babu, Lalitha and Sandhya [6] extended the definition of generalized altering distance function in three variables to four variables as follows:

Definition 1.4 [6] A function \( \psi : (R^+)^4 \rightarrow R^+ \) is said to be a generalized altering distance function in four variables if the following conditions are satisfied:

(i) \( \psi(x, y, z, t) \) is continuous in each of its four variables,

(ii) \( \psi(x, y, z, t) \) is non-decreasing in each of its four variables,

(iii) \( \psi(x, y, z, t) = 0 \) if and only if \( x = y = z = t = 0 \).

In [6] Babu, Lalitha and Sandhya established the following theorem.

Theorem 1.5. [6] Let \( (X, d) \) be a complete metric space and \( S, T : X \rightarrow X \) be two self mappings of \( X \). Assume that there exist two generalized altering distance functions \( \psi_1 \) and \( \psi_2 \) satisfying

\[
\psi_1(d(Sx, Ty)) \leq \psi_1(d(x, y), d(x, Sx), d(y, Ty), \frac{d(x, Ty) + d(y, Sx)}{2})
\]

\[
-\psi_2(d(x, y), d(x, Sx), d(y, Ty), \frac{d(x, Ty) + d(y, Sx)}{2})
\]

for each \( x, y \in X \), where \( \varphi_1(t) = \psi_1(t, t, t, t) \). Then \( S \) and \( T \) have a unique common fixed point.

Further, in [6] the authors mentioned that the technique used in Theorem 1.5 is not possible to apply for an altering distance function of five variables (Remark 3.4 and Example 3.5 of [6]).

Definition 1.6 Let \( (X, \preceq) \) be a partially ordered set and \( F : X \times X \rightarrow X \) be a mapping. An element \( (x, y) \in X \times X \) is said to be a coupled fixed point of \( F \) if \( F(x, y) = x \) and \( F(y, x) = y \).
Definition 1.7 [7] Let \((X, \preceq)\) be a partially ordered set and \(F : X \times X \to X\) be a mapping. We say that \(F\) satisfies mixed monotone property if \(F(x, y)\) is monotone non-decreasing in \(x\) and monotone non-increasing in \(y\), i.e., for any \(x, y \in X\)
\[
x_1, x_2 \in X, \ x_1 \preceq x_2 \implies F(x_1, y) \preceq F(x_2, y) \quad \text{and} \quad y_1, y_2 \in X, \ y_1 \preceq y_2 \implies F(x, y_1) \succeq F(x, y_2).
\]

Theorem 1.8. [8] Let \((X, \preceq)\) be a partially ordered set and suppose that \(d\) is a metric on \(X\) such that \((X, d)\) is a complete metric space. Let \(F : X \times X \to X\) be a mapping satisfying mixed monotone property. Assume that there exists a \(k \in [0, 1)\) with
\[
d(F(x, y), F(u, v)) \leq k[d(x, u) + d(y, v)] \quad (1.8.1)
\]
for each \(x \succeq u\) and \(y \preceq v\).

Suppose that either \(F\) is continuous or the following conditions hold in \(X\):

(i) if a non-decreasing sequence \(\{x_n\} \subseteq X\) with \(x_n \to x\), then \(x_n \preceq x\) for all \(n\) and

(ii) if a non-increasing sequence \(\{y_n\} \subseteq X\) with \(y_n \to y\), then \(y_n \succeq y\) for all \(n\).

If there exist \(x_0, y_0 \in X\) such that \(x_0 \preceq F(x_0, y_0)\) and \(y_0 \succeq F(y_0, x_0)\) then \(F\) has a coupled fixed point.

For more works on the existence of fixed points/coupled fixed points in partially ordered sets, we refer to (9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20]).

In 2010, Samet and Vetro [21] introduced the notion of \(F\)-invariant set and established the existence of coupled fixed points in complete metric spaces. The notion of \(F\)-invariant set is more general than the mixed monotone property, i.e., the class of all maps \(F : X \times X \to X\) where \(M\) is an \(F\)-invariant set includes the class of all mixed monotone maps, \(F : X \times X \to X\) on a partially ordered set \((X, \preceq)\). For more literature on these works we refer to [22], [23], [24], [25]).

Definition 1.9 (Samet and Vetro [21]) Let \((X, d)\) be a metric space and \(M\) be a non-empty subset of \(X^4\). Let \(F : X \times X \to X\) be a mapping. We say that \(M\) is an \(F\)-invariant subset of \(X^4\) if the following two conditions hold for each \((x, y, u, v) \in X\):

(i) \((x, y, u, v) \in M \iff (u, v, y, x) \in M\),

(ii) \((x, y, u, v) \in M \implies (F(x, y), F(y, x), F(u, v), F(v, u)) \in M\).

Definition 1.10 (Sintunavarat Kumam and Cho [23]) Let \(X\) be a non-empty set and \(M\) be a non-empty subset of \(X^4\). We say that \(M\) satisfies the transitivity property if for each \(x, y, u, v, z, t \in X\), \((x, y, u, v) \in M\) and \((u, v, z, t) \in M\) implies \((x, y, z, t) \in M\).

The following example shows that the class of all maps \(F : X \times X \to X\) where \(M\) is an \(F\)-invariant set is larger than the class of all mixed monotone maps, \(F : X \times X \to X\) on a partially ordered set \((X, \preceq)\).

Example 1.11 (Sintunavarat Kumam and Cho [23]) Let \((X, \preceq)\) be a partially ordered set and \(F : X \times X \to X\) be a mapping satisfying the mixed monotone property, i.e., for any \(x, y \in X\):
\[
x_1, x_2 \in X, \ x_1 \preceq x_2 \implies F(x_1, y) \preceq F(x_2, y) \quad \text{and} \quad y_1, y_2 \in X, \ y_1 \preceq y_2 \implies F(x, y_1) \succeq F(x, y_2).
\]

We define a subset \(M\) of \(X^4\) by
\[
M = \{(a, b, c, d) \in X^4 | a \geq c \text{ and } b \leq d\}.
\]
Then \(M\) is an \(F\)-invariant subset of \(X^4\) which satisfies the transitivity property.

In this paper, we prove the existence of coupled fixed points of \(F\) using generalized altering distance functions in four variables under \(F\)-invariant set without using mixed monotone property. We deduce the existence of coupled fixed points of \(F\) in partially ordered metric spaces from our main results. Our results extend the fixed point results of Babu, Lalitha and Sandhya [6] to coupled fixed point theorems and generalize the results of Bhaskar and Lakshimikantham [8]. Examples are provided in support of our results.

II. MAIN RESULTS

We start this section with the following lemma which is useful in our subsequent discussion.

Lemma 2.1 Let \((X, d)\) be a metric space and \(\{x_n\}, \{y_n\}\) be two sequences in \(X\) such that \(d(x_n, x_{n+1}) + d(y_n, y_{n+1}) \to 0\) as \(n \to \infty\). If at least one of \(\{x_n\}\) and \(\{y_n\}\) is not a Cauchy sequence then there exist \(\epsilon > 0\) and sequences of positive integers \(\{m(k)\}\) and \(\{n(k)\}\) with \(n(k) \geq m(k) > k\) such that the following hold:

(i) \(\lim_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] = \epsilon\)

(ii) \(\lim_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)})] = \epsilon\)

(iii) \(\lim_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] = \epsilon\) and

(iv) \(\lim_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1})] = \epsilon\).

Proof: Suppose that at least one of \(\{x_n\}\) and \(\{y_n\}\) is not a Cauchy sequence in \(X\). Hence there exist \(\epsilon > 0\) and sequences of positive integers \(\{m(k)\}\) and \(\{n(k)\}\) with \(m(k) \geq n(k) > k\) such that
\[
d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)}) \geq \epsilon. \quad (2.1.1)
\]
Choose \(m(k)\) the smallest integer such that (2.1.1) holds. Then, we have (2.1.1) together with
\[
d(x_{m(k)-1}, x_{n(k)}) + d(y_{m(k)-1}, y_{n(k)}) < \epsilon \quad (2.1.2)
\]
hold.

Let us now prove (i).

(i): From (2.1.1), we have
\[
\epsilon \leq d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})
\]
\[
\leq d(x_{m(k)}, x_{m(k)-1}) + d(x_{m(k)-1}, x_{n(k)})
\]
\[
+ d(y_{m(k)}, y_{m(k)-1}) + d(y_{m(k)-1}, y_{n(k)})
\]
\[
< \epsilon + d(x_{m(k)}, x_{m(k)-1}) + d(y_{m(k)}, y_{m(k)-1}), \quad \text{using (2.1.2)}.\]

On taking limit supremum as \(k \to \infty\), we get
\[
\epsilon \leq \lim_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})]
\]
\[< \limsup_{k \to \infty} \left[ \epsilon + d(x_{m(k)}, x_{m(k)-1}) + d(y_{m(k)}, y_{m(k)-1}) \right] = \epsilon. \]

Hence
\[\limsup_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] = \epsilon. \quad (2.1.3)\]

On taking limit infimum as \(k \to \infty\), we get
\[\epsilon \leq \liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] \leq \liminf_{k \to \infty} [d(x_{m(k)}, x_{m(k)-1}) + d(y_{m(k)}, y_{m(k)-1})] = \epsilon, \]

since \(\liminf (a_n + b_n) \geq \liminf a_n + \liminf b_n\) and the equality holds if any one of the sequence converges.

Therefore,
\[\liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] = \epsilon. \quad (2.1.4)\]

Hence from (2.1.3) and (2.1.4),
\[\lim_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] \quad \text{exists and is equal to} \quad \epsilon. \quad \text{Hence (i) holds.} \]

(ii): We consider
\[d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \leq d(x_{m(k)+1}, x_{m(k)}) + d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \leq d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) + d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \]

On taking limit supremum as \(k \to \infty\), we get
\[\limsup_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)})] \leq \epsilon. \quad (2.1.5)\]

Now, for each \(k = 0, 1, 2\ldots\)
\[d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)}) = d(x_{m(k)+1}, x_{m(k)}) + d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) + d(y_{m(k)}, y_{n(k)}) \leq d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) + d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \]

Hence
\[d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \geq [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - d(x_{m(k)+1}, x_{n(k)}) - d(y_{m(k)+1}, y_{n(k)})]. \]

On taking limit infimum as \(k \to \infty\), we get
\[\liminf_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)})] \geq \liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - \limsup_{k \to \infty} [d(x_{m(k)}, x_{m(k)+1}) + d(y_{m(k)}, y_{m(k)+1})] = \epsilon. \quad (2.1.6)\]

Hence from (2.1.5) and (2.1.6), we get
\[\epsilon \leq \limsup_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)})] \leq \epsilon. \quad (2.1.7)\]

Hence \(\lim_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)})] \quad \text{exists and is equal to} \quad \epsilon. \quad \text{Therefore (ii) holds.} \]

(iii): We consider
\[d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1}) \leq d(x_{m(k)}, x_{n(k)}) + d(x_{n(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)}) + d(y_{n(k)}, y_{n(k)+1}) \]

On taking limit supremum as \(k \to \infty\), we get
\[\limsup_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] \leq \epsilon. \quad (2.1.8)\]

Now, for each \(k = 0, 1, 2\ldots\)
\[d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)}) = d(x_{m(k)+1}, x_{n(k)}) + d(x_{n(k)}, y_{n(k)}) + d(y_{m(k)}, y_{n(k)}) \leq d(x_{m(k)+1}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) + d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)+1}, y_{n(k)}) \]

Hence
\[d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1}) \geq [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - d(x_{m(k)+1}, x_{n(k)}) - d(y_{m(k)+1}, y_{n(k)})]. \]

On taking limit infimum as \(k \to \infty\), we get
\[\liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] \geq \liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - \limsup_{k \to \infty} [d(x_{m(k)}, x_{m(k)+1}) + d(y_{m(k)}, y_{m(k)+1})] = \epsilon. \quad (2.1.9)\]

Hence from (2.1.7) and (2.1.8), we get
\[\epsilon \leq \liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] \leq \limsup_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] \leq \epsilon. \quad (2.1.10)\]

Hence \(\lim_{k \to \infty} [d(x_{m(k)}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1})] \quad \text{exists and is equal to} \quad \epsilon. \quad \text{Therefore (iii) holds.} \]
\[\leq d(x_{m(k)}, x_{n(k)+1}) + d(x_{m(k)+1}, x_{n(k)+1}) + d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)}, y_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1}) + d(y_{n(k)+1}, y_{n(k)}).\]

Therefore,
\[d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1}) \geq [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - [d(x_{m(k)+1}, x_{m(k)}) + d(y_{m(k)+1}, y_{m(k)})] - [d(x_{n(k)+1}, x_{n(k)}) + d(y_{n(k)+1}, y_{n(k)})].\]

On taking limit infimum as \(k \to \infty\), we get
\[\liminf_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1})] \geq \liminf_{k \to \infty} [d(x_{m(k)}, x_{n(k)}) + d(y_{m(k)}, y_{n(k)})] - \limsup_{k \to \infty} [d(x_{m(k)+1}, x_{m(k)}) + d(y_{m(k)+1}, y_{m(k)})] - \limsup_{k \to \infty} [d(x_{n(k)+1}, x_{n(k)}) + d(y_{n(k)+1}, y_{n(k)})] = \epsilon.\]

Hence from (2.1.9) and (2.1.10), we get
\[\epsilon \leq \liminf_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1})] \leq \limsup_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1})] \leq \epsilon.\]

Therefore \(\lim_{k \to \infty} [d(x_{m(k)+1}, x_{n(k)+1}) + d(y_{m(k)+1}, y_{n(k)+1})] = \epsilon\) exists and is equal to \(\epsilon\). Hence (iv) holds. \(\square\)

**Theorem 2.2.** Let \((X, d)\) be a complete metric space and \(M\) be a nonempty subset of \(X^4\). Suppose that \(F : X^2 \to X\) is a mapping. Assume that there exist two generalized altering distance functions in four variables \(\psi_1\) and \(\psi_2\) such that
\[\varphi_1 \left( \frac{d(F(x,u), F(y,v)) + d(F(y,v), F(x,u))}{2}, \frac{d(u,F(u,v)) + d(y,F(x,y))}{2} \right) \leq \psi_1 \left( \frac{d(x,u) + d(x,v)}{2}, \frac{d(x,F(x,y)) + d(y,F(x,y))}{2} \right) + \frac{1}{2} \left( \frac{d(x,F(u,v)) + d(y,F(v,u))}{2} + \frac{d(u,F(x,y)) + d(v,F(x,y))}{2} \right) + \frac{1}{2},\]

for each \((x, y, u, v) \in M\) and \(\varphi_2(t) = \psi_1(t, t, t, t)\). Further assume that

(i) either \((a)\) \(F\) is continuous or

(b) \(X\) has the following property:

“for any two sequences \(\{x_n\}, \{y_n\}\) in \(X\) with \((x_{n+1}, y_{n+1}, x_n, y_n) \in M\), if \(x_n \to x\) and \(y_n \to y\) as \(n \to \infty\) then \((x, y, x, y) \in M\) for all \(n\)”.

(ii) \(M\) is \(F\)-invariant subset of \(X^4\) satisfying the transitivity property, and

(iii) there exist \(x_0, y_0 \in X\) such that \((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\) then \(F\) has a coupled fixed point.

**Proof:** Let \((x_0, y_0) \in X \times X\) such that \((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\). Let \(x_1 = F(x_0, y_0)\) and \(y_1 = F(y_0, x_0)\) in \(M\). Since \(M\) is \(F\)-invariant subset of \(X^4\), we have \((F(x_1, y_1), F(y_1, x_1), F(x_0, y_0), F(y_0, x_0)) \in M\). Again let \(x_2 = F(x_1, y_1)\) and \(y_2 = F(y_1, x_1)\). Then \((x_2, y_2, x_1, y_1) \in M\). On continuing this process, we construct two sequences \(\{x_n\}\) and \(\{y_n\}\) in \(X\) such that

\[x_{n+1} = F(x_n, y_n), \quad y_{n+1} = F(y_n, x_n), \quad (x_{n+1}, y_{n+1}, x_n, y_n) \in M \quad \text{for} \quad n = 0, 1, 2, \ldots\]

If \(x_n = x_{n+1}\) and \(y_n = y_{n+1}\) for some \(n\) then \((x_n, y_n)\) is a coupled fixed point of \(F\). So, without loss of generality, we assume that \(x_n \neq x_{n+1}\) or \(y_n \neq y_{n+1}\) for all \(n\).

Now for \(n \in \{0, 1, 2, \ldots\}\), we have
\[\psi_1 \left( \frac{d(x_{n+1}, x_n) + d(y_{n+1}, y_n)}{2}, \frac{d(x_n, x_{n+1}) + d(y_n, y_{n+1})}{2} \right) \leq \psi_1 \left( \frac{d(x_{n+1}, x_n) + d(y_{n+1}, y_n)}{2}, \frac{d(x_n, x_{n+1}) + d(y_n, y_{n+1})}{2} \right) + \frac{1}{2},\]

for each \((x, y, x, y) \in M\). Further assume that

(i) either \((a)\) \(F\) is continuous or

(b) \(X\) has the following property:

“for any two sequences \(\{x_n\}, \{y_n\}\) in \(X\) with \((x_{n+1}, y_{n+1}, x_n, y_n) \in M\), if \(x_n \to x\) and \(y_n \to y\) as \(n \to \infty\) then \((x, y, x, y) \in M\) for all \(n\)”.

(ii) \(M\) is \(F\)-invariant subset of \(X^4\) satisfying the transitivity property, and

(iii) there exist \(x_0, y_0 \in X\) such that \((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\) then \(F\) has a coupled fixed point.
\[\psi_2\left(\frac{d(x_{n+1},x_n)+d(y_{n+1},y_n)}{2} \right), \frac{d(x_n,x_{n+1})+d(y_n,y_{n+1})}{2}, \frac{1}{2}\left[\frac{d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2})}{2}\right].\]  

(2.2.2)

If \(d(x_{n+1},x_n)+d(y_{n+1},y_n) < d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2})\) for some \(n = 0,1,2,\ldots\), then \(\psi_1\) is non-decreasing in each of its variables, from (2.2.2), we get

\[\varphi_1\left(\frac{d(x_{n+1},x_n)+d(y_{n+1},y_n)}{2}\right) \leq \varphi_1\left(\frac{d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2})}{2}\right), \frac{d(x_n,x_{n+1})+d(y_n,y_{n+1})}{2}, \frac{1}{2}\left[\frac{d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2})}{2}\right]\]

which is a contradiction. Hence

\[d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2}) < d(x_{n+1},x_n)+d(y_{n+1},y_n)\]

for all \(n = 0,1,2,\ldots\).

Therefore, the sequence \(\{r_n\}\), \(r_n = d(x_{n+1},x_n)+d(y_{n+1},y_n)\) for all \(n = 0,1,2,\ldots\) is a decreasing sequence of non-negative real numbers. Hence there exists \(r \geq 0\) such that \(r \leq r_n\) for each \(n = 0,1,2,\ldots\) and

\[\lim_{n \to \infty} r_n = \lim_{n \to \infty} [d(x_{n+1},x_n)+d(y_{n+1},y_n)] = r.\]

We show that \(r = 0\). Suppose \(r > 0\). Now since \(\psi_2\) is increasing in each of its four variables, using (2.2.2), we have

\[0 \leq \psi_2\left(\frac{r}{2}, \frac{r}{2}, \frac{r}{2}, 0\right) \leq \psi_2\left(\frac{d(x_{n+1},x_n)+d(y_{n+1},y_n)}{2}, \frac{d(x_n,x_{n+1})+d(y_n,y_{n+1})}{2}, \frac{1}{2}\left[\frac{d(x_{n+1},x_{n+2})+d(y_{n+1},y_{n+2})}{2}\right]\right).

Now on letting \(n \to \infty\), we get

\[0 \leq \psi_2\left(\frac{r}{2}, \frac{r}{2}, \frac{r}{2}, 0\right) \leq \psi_1\left(\frac{r}{2}, \frac{r}{2}, \frac{r}{2}, \frac{r}{2}\right) - \varphi_1\left(\frac{r}{2}\right)
\]

\[= \psi_1\left(\frac{r}{2}, \frac{r}{2}, \frac{r}{2}, \frac{r}{2}\right) - \varphi_1\left(\frac{r}{2}\right)
\]

\[= \varphi_1\left(\frac{r}{2}\right) - \varphi_1\left(\frac{r}{2}\right)
\]

\[= 0.
\]

Hence \(\psi_2\left(\frac{r}{2}, \frac{r}{2}, \frac{r}{2}, 0\right) = 0\). This implies that \(r = 0\). Thus,

\[\lim_{n \to \infty} r_n = \lim_{n \to \infty} [d(x_{n+1},x_n)+d(y_{n+1},y_n)] = 0.
\]

Now we show that \(\{x_n\}\) and \(\{y_n\}\) are Cauchy sequences in \(X\). Suppose that at least one of \(\{x_n\}\) and \(\{y_n\}\) is not a Cauchy sequence in \(X\). Hence there exist \(\epsilon > 0\) and sequences of positive integers \(\{m(k)\}\) and \(\{n(k)\}\) with \(m(k) \geq n(k) > k\) such that

\[d(x_{m(k)},x_{n(k)}) + d(y_{m(k)},y_{n(k)}) \geq \epsilon.
\]

(2.2.3)

Choose \(m(k)\) the smallest positive integer such that (2.2.3) holds. Then, we have (2.2.3) and

\[d(x_{m(k)-1},x_{n(k)}) + d(y_{m(k)-1},y_{n(k)}) < \epsilon.
\]

(2.2.4)

hold. Now, from Lemma 2.1, we have the following:

(i) \(\lim_{k \to \infty} [d(x_{m(k)},x_{n(k)}) + d(y_{m(k)},y_{n(k)})] = \epsilon\)

(ii) \(\lim_{k \to \infty} [d(x_{m(k)+1},x_{n(k)+1}) + d(y_{m(k)+1},y_{n(k)+1})] = \epsilon\)

(iii) \(\lim_{k \to \infty} [d(x_{m(k)},x_{n(k)+1}) + d(y_{m(k)},y_{n(k)+1})] = \epsilon\) and

(iv) \(\lim_{k \to \infty} [d(x_{m(k)+1},x_{n(k)+1}) + d(y_{m(k)+1},y_{n(k)+1})] = \epsilon\).

Now, since \(m(k) \geq n(k)\) and \(M\) satisfies the transitivity property, we have \((x_{m(k)},y_{m(k)},x_{n(k)},y_{n(k)}) \in M\). By using (2.2.1), we get

\[0 \leq \varphi_1\left(\frac{r}{2}\right) = \varphi_1\left(\lim_{k \to \infty} \frac{d(x_{m(k)+1},x_{n(k)+1}) + d(y_{m(k)+1},y_{n(k)+1})}{2}\right)
\]

\[= \varphi_1\left(\frac{1}{2}[d(F(x_{m(k)},y_{m(k)}),F(x_{n(k)},y_{n(k)}))] + d(F(y_{m(k)},x_{m(k)}),F(y_{n(k)},x_{n(k)}))\right)
\]

\[\leq \varphi_1\left(\frac{d(x_{m(k)},x_{n(k)})+d(y_{m(k)},y_{n(k)})}{2}, \frac{d(x_{m(k)+1},x_{n(k)+1})+d(y_{m(k)+1},y_{n(k)+1})}{2}\right)
\]

\[= \varphi_1\left(\frac{1}{2}[d(x_{m(k)+1},x_{n(k+1)})+d(y_{m(k)+1},y_{n(k+1)})]\right).
\]

This implies that \(\varphi_2\left(\frac{r}{2}, 0, 0, \frac{r}{2}\right) = 0\). Hence \(\epsilon = 0\), a contradiction. Therefore \(\{x_n\}\) and \(\{y_n\}\) are Cauchy sequences in \(X\). Since \(X\) is complete there exist \(x, y \in X\) such that \(\lim_{n \to \infty} x_n = x\) and \(\lim_{n \to \infty} y_n = y\).

First we suppose that (i) (a) holds. That is \(F\) is continuous. Then

\[x = \lim_{n \to \infty} x_{n+1} = \lim_{n \to \infty} F(x_n,y_n) = F(x,y)\]

and

\[y = \lim_{n \to \infty} y_{n+1} = \lim_{n \to \infty} F(y_n,x_n) = F(y,x).\]

Therefore \((x,y)\) is a coupled fixed point of \(F\).

Now suppose that condition (i) (b) holds. Hence \((x,y,x_n,y_n) \in M\) for all \(n\).

Now, we consider

\[\varphi_1\left(\frac{d(x_{m+1},F(x,y)) + d(y_{m+1},F(y,x))}{2}\right).
\]
\[ \varphi_1(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2}) = \varphi_1(\frac{d(F(x,y),F(u,v)) + d(F(y,x),F(v,u))}{2}) \]

\[ \leq \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(x,F(u,v)) + d(y,F(v,u))}{2}\right) \]

\[ = \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(x,F(u,v)) + d(y,F(v,u))}{2}\right) \]

On letting \( n \to \infty \), we get

\[ \varphi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2}\right) \leq \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(x,F(u,v)) + d(y,F(v,u))}{2}\right) \]

This implies that

\[ \psi_2(0, \frac{d(x,F(x,y)) + d(y,F(x,y))}{2}, \frac{d(x,F(x,y)) + d(y,F(x,y))}{2}) = 0. \]

Therefore \( d(x,F(x,y)) + d(y,F(x,y)) = 0 \). i.e., \( F(x,y) = x \) and \( F(y,x) = y \). Hence \((x,y)\) is a coupled fixed point of \( F \).

We observe that Theorem 2.2 does not guarantee the uniqueness of coupled fixed point (Example 2.4). In order to obtain the uniqueness of coupled fixed point of Theorem 2.2, we impose certain additional condition and prove the following theorem.

**Theorem 2.3.** In addition to the hypotheses of Theorem 2.2 assume that the following condition holds:

"for each \((x,y),(u,v)\) \(\in X \times X\) there exists \((z,t)\) \(\in X \times X\) such that \((x,y,z,t)\) \(\in M\) and \((z,t,u,v)\) \(\in M^+\)." (2.3.1)

**Proof:** By Theorem 2.2, we conclude that \( F \) has a coupled fixed point \((x,y)\) (say). i.e., \( x = F(x,y) \) and \( y = F(y,x) \).

Suppose if possible there exists \((u,v)\) \(\in X \times X\) such that \( F(u,v) = u \) and \( F(v,u) = v \). Assume that \( x \neq u \) or \( y \neq v \).

Now from (2.3.1) there exists \((z,t)\) \(\in X \times X\) such that \((x,y,z,t)\) \(\in M\) and \((z,t,u,v)\) \(\in M^+\). Then from (2.2.1), we have

\[ \varphi_1\left(\frac{d(x,u) + d(y,v)}{2}\right) = \varphi_1\left(\frac{d(F(x,y),F(u,v)) + d(F(y,x),F(v,u))}{2}\right) \]

\[ \leq \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(u,F(u,v)) + d(v,F(v,u))}{2}\right) \]

\[ \leq \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(u,F(u,v)) + d(v,F(v,u))}{2}\right) \]

\[ = \psi_1\left(\frac{d(x,F(x,y)) + d(y,F(x,y))}{2} + \frac{d(u,F(u,v)) + d(v,F(v,u))}{2}\right) \]

which is a contradiction. Hence \( x = u \) and \( y = v \). Thus uniqueness of coupled fixed point follows. \( \Box \)

The following is an example in support of Theorem 2.2, in which the function \( F \) have more than one coupled fixed point.

**Example 2.4** Let \( X = \{\frac{1}{2}, 1, 2, 4\} \) with the usual metric.

Let \( A = \{\frac{1}{2}, 1\}, \{\frac{1}{2}, 2\}, \{\frac{1}{2}, 4\}, \{1, \frac{1}{2}\}, \{1, 1\}, \{1, 2\}, \{1, 4\}\) \(\in B = \{\{2, \frac{1}{2}\}, \{2, 1\}, \{2, 2\}, \{2, 4\}\}\) and \( C = \{(4, \frac{1}{2}), (4, 1), (4, 2), (4, 4)\}\).

We define \( F : X \times X \to X \) by

\[ F(x,y) = \begin{cases} 
\frac{1}{2}, & \text{if } (x,y) \in A \\
1, & \text{if } (x,y) \in B \\
0, & \text{if } (x,y) \in C.
\end{cases} \]

We define \( \psi_1, \psi_2 : (R^+)^4 \to R^+ \) by

\[ \psi_1(t_1,t_2,t_3,t_4) = \max\{t_1,t_2,t_3,t_4\} \] and \[ \psi_2(t_1,t_2,t_3,t_4) = \frac{t_1+t_2+t_3+t_4}{10} \] \( t_1,t_2,t_3,t_4 \geq 0 \).

Let \( M = \{\{(\frac{1}{2}, \frac{1}{2}, 1, 1, 1, 1\}, \{2, 2, 2, 2\}, \{2, 4, 4, 4\}, \{1, \frac{1}{2}, \frac{1}{2}, 1, \{1, \frac{1}{2}, 1, 1\}, \{2, 1, \frac{1}{2}, 1\}, \frac{1}{2}, \frac{1}{2}, 1, 1\}, \{1, \frac{1}{2}, 1, 1\}, \{1, \frac{1}{2}, 1\}, \{2, \frac{1}{2}, 2\}, \{2, 2, \frac{1}{2}\}, \{2, \frac{1}{2}, 2\}, \{4, 1, 4\}, \{2, 4, 1\}, \{4, \frac{1}{2}, 4\}\}. \)

Then \( M \) is an \( F \)-invariant set satisfying the transitivity property. We choose \( x_0 = 4 \) and \( y_0 = 1 \). Then \( (F(x_0,y_0), F(y_0,x_0), x_0, y_0) = (4, \frac{1}{2}, 4, 1) \in M \).

Here we observe that \( F \) fails to satisfy mixed monotone property for \((x,y) = (\frac{1}{2}, 4)\) and \((u,v) = (\frac{1}{2}, 4)\).
We now verify the inequality (2.2.1) for the above pairs.

We denote L.H.S of the inequality (2.2.1) be denoted by ‘a’ and that of the R.H.S by ‘b’.

Case (i): \((x, y, u, v) \in M\) such that \((x, y), (u, v), (y, x), (v, u)\)
are either in \(A\) or \(B\) or \(C\).

In this case \(a = \varphi_1(\frac{d(F(x,y),F(u,v)) + d(F(x,u),F(v,y))}{2}) = 0\) so that the inequality (2.2.1) holds trivially.

Case (ii): \((x, y, u, v) = (1, \frac{1}{2}, \frac{1}{2}, 2)\).

Then \(a = \frac{1}{4}, b = \frac{113}{128}\).

Case (iii): \((x, y, u, v) = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 2)\) or \((2, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})\)
or \((4, \frac{1}{2}, 4, 2)\) or \((2, 4, \frac{1}{2}, 4)\).

Here \(a = \frac{1}{4}, b = \frac{1}{64}\).

Case (iv): \((x, y, u, v) = (1, \frac{1}{2}, 1, 2)\).

In this case \(a = \frac{1}{4}, b = \frac{38}{64}\).

Case (v): \((x, y, u, v) = (2, 1, \frac{1}{2}, 1)\).

In this case \(a = \frac{1}{4}, b = \frac{9}{16}\).

Case (vi): \((x, y, u, v) = (2, \frac{1}{2}, 2, 2)\) or \((2, 2, \frac{1}{2}, 2)\).

Then \(a = \frac{1}{4}, b = \frac{51}{64}\).

Case (vii): \((x, y, u, v) = (2, \frac{1}{2}, \frac{1}{2}, 1)\).

Then \(a = \frac{1}{4}, b = \frac{109}{128}\).

Case (viii): \((x, y, u, v) = (2, \frac{1}{2}, \frac{1}{2}, 2)\).

Then \(a = \frac{1}{4}, b = \frac{81}{64}\).

From all the above cases, we conclude that \(F\) satisfies the inequality (2.2.1). Hence all the hypotheses of Theorem 2.2 hold good and \((\frac{1}{2}, \frac{1}{2}), (\frac{1}{2}, 4)\) and \((4, 4)\) are coupled fixed points of \(F\).

Here we observe that the condition (2.3.1) fails to hold, for \((x, y) = (\frac{1}{2}, \frac{1}{2})\) and \((u, v) = (\frac{1}{2}, 4)\) there exists no \((z, t) \in X \times X\) such that \((x, y, z, t) \in M\) and \((z, t, u, v) \in M\).

One more example in support of Theorem 2.2 is the following.

Example 2.5 Let \(X = \{1, 3, 5, 7\}\) with the usual metric.

Let \(A = \{(1, 1), (1, 3), (3, 1), (3, 3), (3, 5), (3, 7), (5, 7), (5, 5), (7, 3), (7, 5), (7, 7)\}\)
\[B = \{(1, 7), (7, 1)\}\]
\[C = \{(1, 5), (3, 1), (5, 3)\}\]

We define \(F : X \times X \rightarrow X\) by
\[F(x, y) = \begin{cases} 3, & \text{if } (x, y) \in A \\ 7, & \text{if } (x, y) \in B \\ 1, & \text{if } (x, y) \in C. \end{cases}\]

We define \(\psi_1, \psi_2 : (R^+)^4 \rightarrow R^+\) by
\[\psi_1(t_1, t_2, t_3, t_4) = \max\{t_1, t_2, t_3, t_4\}\] and
\[\psi_2(t_1, t_2, t_3, t_4) = \frac{t_1 + t_2 + t_3 + t_4}{24}, \quad t_1, t_2, t_3, t_4 \geq 0.\]

Let \(M = \{(1, 1, 3, 5), (3, 3, 1, 5), (3, 3, 3, 3), (3, 3, 7, 3), (7, 7, 3, 3), (5, 3, 7, 5), (5, 7, 3, 5), (7, 7, 7, 7), (7, 7, 7, 5), (7, 5, 7, 7), (7, 3, 7, 5), (7, 7, 3, 3), (7, 7, 3, 7), (7, 3, 7, 3), (7, 5, 3, 5), (7, 3, 5, 5), (5, 5, 3, 7), (5, 3, 7, 3), (5, 3, 3, 5), (7, 3, 7, 7), (7, 3, 7, 3), (7, 3, 3, 5)\}\).

Then it is easy to see that \(M\) is an \(F\)-invariant set satisfying the transitivity property. We choose \(x_0 = 3\) and \(y_0 = 1\). Then \((F(x_0, y_0), F(y_0, x_0), x_0, y_0) = (3, 3, 3, 1) \notin M\). We now verify the inequality (2.2.1) for \((x, y, u, v) \in M\).

Case (i): \((x, y, u, v) \in M\) such that \((x, y), (u, v), (y, x), (v, u)\) are either in \(A\) or \(B\) or \(C\).

In this case \(\varphi_1(\frac{d(F(x,y),F(u,v)) + d(F(x,u),F(v,y))}{2}) = \varphi(\frac{3+0}{2}) = \varphi(1) = 1\).

Then \(t_1 = \frac{d(x,u)+d(y,v)}{2} = 2; t_2 = \frac{d(x,F(x,y))+d(u,F(v,u))}{2} = 2; t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 3; t_4 = \frac{d(v,F(u,v))+d(y,F(x,u))}{2} = 1; t_5 = \frac{d(u,F(x,y))+d(v,F(x,u))}{2} = 4.\)

Hence \(\psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{29}{16}\) so that the inequality (2.2.1) holds.

Case (ii): \((x, y, u, v) = (5, 3, 5, 7)\)

Here \(\varphi_1(\frac{d(F(x,y),F(u,v)) + d(F(x,u),F(v,y))}{2}) = \varphi(\frac{9+2}{2}) = \varphi(5) = 1\).

Then \(t_1 = \frac{d(x,u)+d(y,v)}{2} = 2; t_2 = \frac{d(x,F(x,y))+d(u,F(v,u))}{2} = 2; t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 3; t_4 = \frac{d(v,F(u,v))+d(y,F(x,u))}{2} = 2; t_5 = \frac{d(u,F(x,y))+d(v,F(x,u))}{2} = 1.\)

Hence \(\psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{29}{22}\) so that the inequality (2.2.1) holds.

Case (iv): \((x, y, u, v) = (5, 3, 7, 5)\)

Then \(\varphi_1(\frac{d(F(x,y),F(u,v)) + d(F(x,u),F(v,y))}{2}) = \varphi(\frac{4+0}{2}) = \varphi(2) = 1.\)
Hence
\[ \psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{53}{24} \]
Hence the inequality (2.2.1) holds.

Case (v): \((x, y, u, v) = (5, 7, 3, 5)\)
Here \( \varphi_1\left( \frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(x,y),F(u,v))}{2} \right) = \varphi(\frac{2+4}{2}) = \varphi(1) = 1 \).

\[ t_1 = \frac{d(x,u)+d(y,v)}{2} = 2; \quad t_2 = \frac{d(x,F(x,y))+d(y,F(x,y))}{2} = 2; \]
\[ t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 3; \]
\[ t_4 = \frac{d(x,F(u,v))+d(y,F(v,u))}{2} = 4; \]
\[ t_5 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2. \]

Hence
\[ \psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{31}{12} \]
so that the inequality (2.2.1) holds.

Case (vi): \((x, y, u, v) = (5, 3, 3, 7)\)
Here \( \varphi_1\left( \frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(x,y),F(u,v))}{2} \right) = \varphi(\frac{2+4}{2}) = \varphi(1) = 1 \).

\[ t_1 = \frac{d(x,u)+d(y,v)}{2} = 3; \quad t_2 = \frac{d(x,F(x,y))+d(y,F(x,y))}{2} = 2; \]
\[ t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2; \]
\[ t_4 = \frac{d(x,F(u,v))+d(y,F(v,u))}{2} = 2; \]
\[ t_5 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2. \]

Hence
\[ \psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{63}{24} \]
so that the inequality (2.2.1) holds.

Case (vii): \((x, y, u, v) = (7, 3, 3, 5)\)
Then \( \varphi_1\left( \frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(x,y),F(u,v))}{2} \right) = \varphi(\frac{2+4}{2}) = \varphi(1) = 1 \).

\[ t_1 = \frac{d(x,u)+d(y,v)}{2} = 3; \quad t_2 = \frac{d(x,F(x,y))+d(y,F(x,y))}{2} = 2; \]
\[ t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2; \]
\[ t_4 = \frac{d(x,F(u,v))+d(y,F(v,u))}{2} = 2; \]
\[ t_5 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2. \]

Hence
\[ \psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{63}{24} \]
so that the inequality (2.2.1) holds.

Case (viii): \((x, y, u, v) = (5, 3, 3, 5)\)
Then \( \varphi_1\left( \frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(x,y),F(u,v))}{2} \right) = \varphi(\frac{2+4}{2}) = \varphi(2) = 2 \).

\[ t_1 = \frac{d(x,u)+d(y,v)}{2} = 2; \quad t_2 = \frac{d(x,F(x,y))+d(y,F(x,y))}{2} = 2; \]
\[ t_3 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 2; \]
\[ t_4 = \frac{d(x,F(u,v))+d(y,F(v,u))}{2} = 2; \]
\[ t_5 = \frac{d(u,F(u,v))+d(v,F(v,u))}{2} = 3. \]

Hence
\[ \psi_1(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) - \psi_2(t_1, t_2, t_3, \frac{1}{2}(t_4 + t_5)) = \frac{103}{48} \]
Hence the inequality (2.2.1) holds.

Hence all the hypotheses of Theorem 2.2 hold and (3,3) is the unique coupled fixed point of \( F \).

Here we observe that the hypotheses of Theorem 2.3 also hold good.

**Corollary 2.6** Let \((X, d)\) be a complete metric space and \( M \) be a non-empty subset of \( X^4 \).
Suppose that \( F : X \times X \to X \) is a mapping. Assume that there exists \( k \in [0,1) \) such that
\[
\frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(x,y),F(u,v))}{2} \leq k \max\left\{ \frac{d(x,u)+d(y,v)}{2}, \frac{d(x,F(x,y))+d(y,F(x,y))}{2}, \frac{d(u,F(u,v))+d(v,F(v,u))}{2} \right\}
\]
for each \((x,y,u,v) \in M\). Further assume that
(i) either \((a)\) \( F \) is continuous (or)

(b) \( X \) has the following property:

"for any two sequences \( \{x_n\}, \{y_n\} \) in \( X \) with \( x_{n+1},y_{n+1},x_n,y_n \in M \), \( x_n \to x \), \( y_n \to y \) as \( n \to \infty \) then \((x,y,x,y) \in M \) for all \( n \)",

(ii) \( M \) is \( F \)-invariant subset of \( X^4 \) satisfying the transitivity property, and

(iii) there exist \( x_0,y_0 \in X \) such that \((F(x_0,y_0),F(y_0,x_0),x_0,y_0) \in M \)

then \( F \) has a coupled fixed point.

**Proof.** By choosing \( \psi_1(t_1, t_2, t_3, t_4) = \max\{t_1, t_2, t_3, t_4\} \) and \( \psi_2(t_1, t_2, t_3, t_4) = (1-k) \max\{t_1, t_2, t_3, t_4\} \), \( t_1, t_2, t_3, t_4 \geq 0 \) in Theorem 2.2, we obtain the conclusion of this corollary. □

**Corollary 2.7** Let \((X, d)\) be a complete metric space and \( M \) be a non-empty subset of \( X^4 \).
Suppose that \( F : X \times X \to X \) is a mapping. Assume that there exists \( k \in [0,1) \) such that
\[
d(F(x,y),F(u,v)) \]
\[
\leq k \max \left\{ \frac{d(x,u)+d(y,v)}{2}, \frac{d(F(x,u),F(y,v))}{2}, \frac{d(u,F(u,v))}{2}, \frac{d(v,F(u,v))}{2}, \frac{1}{2} \left[ \frac{d(F(u,v))}{2} + \frac{d(F(y,v))}{2} + \frac{d(u,F(x,v))}{2} + \frac{d(v,F(x,v))}{2} \right] \right\}
\]

(2.7.1)

for each \((x, y, u, v) \in M\). Further assume that

(i) either \((a) \) \(F\) is continuous (or)

(b) \(X\) has the following property:

"for any two sequences \(\{x_n\}, \{y_n\}\), in \(X\) with \((x_{n+1}, y_{n+1}, x_n, y_n) \in M, x_n \to x, y_n \to y\) as \(n \to \infty\) then \((x, y, x_n, y_n) \in M\) for all \(n''\),

(ii) \(M\) is \(F\)-invariant subset of \(X^4\) satisfying the transitivity property, and

(iii) there exist \(x_0, y_0 \in X\) such that

\((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\)

then \(F\) has a coupled fixed point.

**Proof:** We define \(\psi_1, \psi_2 : (R^+)^4 \to R^+\) in Theorem 2.2 by

\[
\psi_1(t_1, t_2, t_3, t_4) = \max\{t_1, t_2, t_3, t_4\} \quad \text{and} \quad \psi_2(t_1, t_2, t_3, t_4) = \varphi(\max\{t_1, t_2, t_3, t_4\}),
\]

then \(F\) and \(F\) belongs to \(R^+\) and \(R^+\) respectively.

Hence the conclusion follows from Theorem 2.2. \(\Box\)

**Remark 2.9** Theorem 2.2 is a coupled fixed point version of Theorem 1.5.

III. EXISTENCE OF COUPLED FIXED POINTS VIA AN ALTERING DISTANCE FUNCTION IN FOUR VARIABLES IN PARTIALLY ORDERED SETS

In this section we apply the results of Section 2 to establish the existence of coupled fixed points by using an altering distance function in four variables \(\psi_1, \psi_2\) such that

\[
\varphi_1 \left( \frac{d(F(x,y),F(u,v))}{2} + \frac{d(F(y,v))}{2} + \frac{d(u,F(x,v))}{2} + \frac{d(v,F(x,v))}{2} \right)
\]

\[\leq \psi_1 \left( d(x,u) + d(y,v) + d(x,F(u,v)) + d(y,F(u,v)) \right),
\]

\[
\frac{1}{2} \left[ d(F(u,v)) + d(F(y,v)) + d(u,F(x,v)) + d(v,F(x,v)) \right] - \frac{1}{2} \left[ d(F(u,v)) + d(F(y,v)) + d(u,F(x,v)) + d(v,F(x,v)) \right]
\]

(3.1.1)

for each \(x, y, u, v \in X\) with \(x \geq u\) and \(y \leq v\) and \(\varphi_1(t) = \psi_1(t, t, t, t)\). Further assume that

(i) either \((a) \) \(F\) is continuous (or)

(b) \(X\) has the following property:

"for any two sequences \(\{x_n\}, \{y_n\}\), in \(X\) with \((x_{n+1}, y_{n+1}, x_n, y_n) \in M, x_n \to x, y_n \to y\) as \(n \to \infty\) then \((x, y, x_n, y_n) \in M\) for all \(n''\),

(ii) \(M\) is \(F\)-invariant subset of \(X^4\) satisfying the transitivity property, and

(iii) there exist \(x_0, y_0 \in X\) such that

\((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\)

then \(F\) has a coupled fixed point.

**Proof:** We define a subset \(M\) of \(X^4\) by

\[M = \{(a, b, c, d) \in X^4 / a \geq c \text{ and } b \leq d\} \]

Then \(M\) is an \(F\)-invariant subset of \(X^4\) which satisfies the transitivity property (from Example 1.11).
For \((x, y), (u, v) \in X \times X\) with \(x \geq u\) and \(y \leq v\), we have \((x, y, u, v) \in M\). Hence (3.1.1) holds for any \((x, y, u, v) \in M\).

Also \(x_0 \leq F(x_0, y_0)\) and \(y_0 \geq F(y_0, x_0)\) implies \((F(x_0, y_0), F(y_0, x_0), x_0, y_0) \in M\). And condition (i) \((b)\) implies condition (ii) \((b)\) of Theorem 2.2. Hence all the hypotheses of Theorem 2.2 are satisfied and therefore \(F\) has a coupled fixed point.

**Theorem 3.2** In addition to the hypotheses of Theorem 3.1, suppose that the following condition holds:

"for each \((x, y)\) and \((u, v)\) in \(X \times X\) there exists \((z, t) \in X \times X\) that is comparable with \((x, y)\) and \((u, v)\)." (3.2.1)

Then \(F\) has a unique coupled fixed point.

**Proof:** Condition (3.2.1) implies the condition (2.4.1) of Theorem 2.4. Hence the conclusion follows from Theorem 2.4. □

**Corollary 3.3** Let \((X, \preceq)\) be a partially ordered set. Suppose that there is a metric \(d\) on \(X\) such that \((X, d)\) is a complete metric space. Suppose that \(F : X \times X \to X\) is a mapping. Assume that there exists \(k \in [0, 1)\) such that

\[
d(F(x, y), F(u, v)) \leq k \max\{d(x, u), d(y, v), \frac{d(F(x, y), d(y, F(y, x))}{2}, \frac{d(x, F(x, y)) + d(y, F(y, x))}{2}, \frac{1}{2}[d(x, F(u, v)) + d(y, F(u, v))] + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2}\}
\]

for each \(x, y, u, v \in X\) with \(x \geq u\) and \(y \leq v\). Further, assume that conditions (i), (ii) and (iii) of Theorem 3.1 hold. Then \(F\) has a coupled fixed point.

**Proof:** With the same argument as in the proof of Theorem 3.1, the conclusion of this corollary follows from Corollary 2.7. □

**Remark 3.4** Theorem 1.8 can be obtained as a corollary to Corollary 3.3, which in turn Theorem 1.8 follows as a corollary to Theorem 3.1.

The following are examples in support of Theorem 3.1 and Theorem 3.2.

**Example 3.5** Let \(X = R^+\) with the usual metric and the usual ordering. We define \(F : X \times X \to X\) by

\[
F(x, y) = \begin{cases} \frac{x-y}{4}, & \text{if } x \geq y \\ 0, & \text{otherwise} \end{cases}
\]

Then \(F\) clearly satisfies mixed monotone property.

We define \(\psi_1, \psi_2 : (R^+)^4 \to R^+\) by

\[
\psi_1(t_1, t_2, t_3, t_4) = \frac{t_1 + t_2 + t_3 + t_4}{4} \quad \text{and} \quad \psi_2(t_1, t_2, t_3, t_4) = \frac{t_1 + t_2 + t_3 + t_4}{3}, \quad t_1, t_2, t_3, t_4 \geq 0.
\]

We now verify the inequality (3.1.1) in the following cases:

**Case (i):** \(x \geq y\) and \(u \leq v\).

In this case, \(F(x, y) = \frac{x-y}{4}, F(u, v) = \frac{u-v}{4}, F(y, x) = 0\) and \(F(v, u) = 0\).

Hence

\[
\phi_1 \bigg( \frac{d(F(x, y), F(u, v)) + d(F(y, x), F(u, v))}{2} \bigg) = \frac{1}{8} \left( |x - u| + (v - y) \right).
\]

\[
\psi_1 \left( \frac{d(x, u)}{2} + \frac{d(y, v)}{2}, \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right),
\]

\[
- \psi_2 \left( \frac{d(x, u) + d(y, v)}{2} + \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\frac{1}{2} \left( \frac{d(x, F(u, v)) + d(y, F(u, v))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\begin{cases} \frac{1}{32} \left[ 95 \frac{16}{16} x - 17 u + 121 y + \frac{9}{16} v \right], & \text{if } u \geq \frac{x-y}{4} \\ \frac{1}{32} \left[ 119 \frac{16}{16} x - 73 u + 107 y + \frac{9}{16} v \right], & \text{if } u < \frac{x-y}{4}. \end{cases}
\]

In any case it is now easy to verify inequality (3.1.1).

**Case (ii):** \(x \geq y\) and \(u \leq v\).

In this case, \(F(x, y) = \frac{x-y}{4}, F(u, v) = 0, F(y, x) = 0\) and \(F(v, u) = \frac{u-v}{4}\).

**Subcase (a):** \(y \geq \frac{u-v}{4}\).

\[
\phi_1 \bigg( \frac{d(F(x, y), F(u, v)) + d(F(y, x), F(u, v))}{2} \bigg) = \frac{1}{8} \left( |x - u| + (v - y) \right).
\]

\[
\psi_1 \left( \frac{d(x, u)}{2} + \frac{d(y, v)}{2}, \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right),
\]

\[
- \psi_2 \left( \frac{d(x, u) + d(y, v)}{2} + \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\frac{1}{2} \left( \frac{d(x, F(u, v)) + d(y, F(u, v))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\begin{cases} \frac{1}{32} \left[ 95 \frac{16}{16} x + 23 u + \frac{9}{16} y + \frac{95}{16} v \right], & \text{if } u \geq \frac{x-y}{4} \\ \frac{1}{32} \left[ 119 \frac{16}{16} x + 49 u - \frac{5}{16} y + \frac{95}{16} v \right], & \text{if } u < \frac{x-y}{4}. \end{cases}
\]

so that the inequality (3.1.1) holds clearly.

**Subcase (b):** \(y < \frac{u-v}{4}\).

\[
\phi_1 \bigg( \frac{d(F(x, y), F(u, v)) + d(F(y, x), F(u, v))}{2} \bigg) = \frac{1}{8} \left( |x - u| + (v - y) \right).
\]

\[
\psi_1 \left( \frac{d(x, u)}{2} + \frac{d(y, v)}{2}, \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right),
\]

\[
- \psi_2 \left( \frac{d(x, u) + d(y, v)}{2} + \frac{d(x, F(x, y)) + d(y, F(y, x))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\frac{1}{2} \left( \frac{d(x, F(u, v)) + d(y, F(u, v))}{2} + \frac{d(u, F(u, v)) + d(v, F(v, u))}{2} \right)
\]

\[
\begin{cases} \frac{1}{32} \left[ 95 \frac{16}{16} x - 17 u + \frac{9}{16} y - \frac{95}{16} v \right], & \text{if } u \geq \frac{x-y}{4} \\ \frac{1}{32} \left[ 119 \frac{16}{16} x - 73 u + \frac{107}{16} y - \frac{9}{16} v \right], & \text{if } u < \frac{x-y}{4}. \end{cases}
\]
The verification of the inequality in this case is similar as in Theorem 3.1, Theorem 3.2 holds good

\[ \forall x, y, u, v \in [0, 1] \text{ with } x \geq u \text{ and } y \leq v. \]

Now it is easy to see that the inequality (3.1.1) holds.

**Case (iii):** $x < y$ and $u \geq v$.

This case does not arise, for, we have $x \geq u$ and $y \leq v$.

Therefore $x \geq u \geq v \geq y > x$, a contradiction.

**Case (iv):** $x < y$ and $u < v$.

In this case, $F(x, y) = 0, F(u, v) = 0, F(y, x) = \frac{v - x}{4}$ and $F(v, u) = \frac{u - v}{4}$.

The verification of the inequality in this case is similar as in Case (ii).

From all the above cases, we conclude that $F$ satisfies the inequality (3.1.1). Also there exists a point $(x_0, y_0) = (0, 1)$ in $X \times X$ such that $x_0 \leq F(x_0, y_0)$ and $y_0 \geq F(y_0, x_0)$. Hence all the hypotheses of Theorem 3.1, Theorem 3.2 hold good and (0, 0) is the unique coupled fixed point of $F$.

The following example is in support of Theorem 3.1. Further, if we relax condition (3.2.1) of Theorem 3.2, then the uniqueness of coupled fixed point fails to hold.

**Example 3.6** Let $X = [0, 1] \cup \{2, 3, 4, \ldots \}$ with the usual metric. We define partial ordering $\leq$ on $X$ by

\[ \leq := \{(x, y) \in X \times X / x, y \in [0, 1], x \leq y\} \]

\[ \cup \{(x, y) \in X \times X / x \in \{2, 3, 4, \ldots \}, x \leq y\}. \]

We define $F : X \times X \to X$ by

\[ F(x, y) = \begin{cases} 
1, & \text{if } x, y \in [0, 1] \\
\text{max}\{t_1, t_2, t_3, t_4\}, & \text{if } x \in [0, 1] \text{ and } y \in \{2, 3, 4, \ldots \} \\
0, & \text{if } x \in \{2, 3, 4, \ldots \} \text{ and } y \in [0, 1] \\
2, & \text{if } x, y \in \{2, 3, 4, \ldots \}. 
\end{cases} \]

We define $\psi_1, \psi_2 : (R^+)^4 \to R^+$ by

\[ \psi_1(t_1, t_2, t_3, t_4) = \max\{t_1, t_2, t_3, t_4\} \]

\[ \psi_2(t_1, t_2, t_3, t_4) = \frac{t_1 + t_2 + t_3 + t_4}{4}, \quad t_1, t_2, t_3, t_4 \geq 0. \]

Clearly $F$ satisfies mixed monotone property. The elements $(x, y)$ and $(u, v)$ in $X \times X$ such that $x \geq u$ and $y \leq v$ are:

(i) $(x, y), (u, v)$ such that $x, y, u, v \in [0, 1]$ with $x \geq u$ and $y \leq v$.

(ii) $(x, y), (u, v)$ such that $x, u \in [0, 1], y, v \in \{2, 3, 4, \ldots \}$ with $x \geq u$ and $y \leq v$.

(iii) $(x, y), (u, v)$ such that $x, u \in \{2, 3, 4, \ldots \}, y, v \in [0, 1]$ with $x \geq u$ and $y \leq v$.

(iv) $(x, y), (u, v)$ such that $x, y, u, v \in \{2, 3, 4, \ldots \}$ with $x \geq u$ and $y \leq v$.

So we now verify the inequality (2.3.1) in the following for the cases:

**Case (i):** $(x, y), (u, v)$ in $X \times X, x, y, u, v \in [0, 1]$ with $x \geq u$ and $y \leq v$.

In this case $F(x, y) = 1, F(u, v) = 1, F(y, x) = 1$ and $F(v, u) = 1$ so that the inequality (2.3.1) holds trivially.

**Case (ii):** $(x, y), (u, v)$ in $X \times X, x, u \in [0, 1], y, v \in \{2, 3, 4, \ldots \}$ and $x \geq u$ and $y \leq v$.

In this case $F(x, y) = x, F(u, v) = u, F(y, x) = 0$ and $F(v, u) = 0$.

\[ \frac{d(F(x, y), F(u, v)) + d(F(y, x), F(u,v))}{2} = \frac{1}{2}(x - u), \]

\[ \psi_1\left(\frac{d(u,v) + d(y,F(x,y))}{2}, \frac{d(u,v) + d(y,F(x,y))}{2}\right), \]

\[ \frac{d(u,F(v,u)) + d(v,F(x,u))}{2}, \]

\[ \frac{1}{2}\left[d(F(x,y), F(u,v)) + d(F(y,x), F(u,v))\right] - \psi_2(d(u,v) + d(y,F(x,y)) + d(u,F(v,u)) + d(v,F(x,u))), \]

\[ \frac{1}{2}\left[d(F(x,y), F(u,v)) + d(F(y,x), F(u,v))\right] - \psi_2(d(u,v) + d(y,F(x,y)) + d(u,F(v,u)) + d(v,F(x,u))), \]

\[ \text{max}\{\frac{(y-u)v}{2}, \frac{y}{2} + \frac{y}{4}\} \leq \frac{1}{16}[x+u] + \frac{y}{4} + \frac{y}{4}. \]

Hence the inequality (3.1.1) holds.

**Case (iii):** $(x, y), (u, v)$ in $X \times X, x, u \in \{2, 3, 4, \ldots \}, y, v \in [0, 1]$ and $x \geq u$ and $y \leq v$.

In this case $F(x, y) = 0, F(u, v) = 0, F(y, x) = y$ and $F(v, u) = v$.

The verification of the inequality (3.1.1) in this case is similar as in Case (ii).

**Case (iv):** $(x, y), (u, v)$ in $X \times X, x, y, u, v \in \{2, 3, 4, \ldots \}$ and $x \geq u$ and $y \leq v$.

In this case $F(x, y) = 2, F(u, v) = 2, F(y, x) = 2$ and $F(v, u) = 2$ so that the inequality (3.1.1) holds trivially.

Therefore from all the above cases, it is clear that the inequality (3.1.1) holds. Also there is a point $(x_0, y_0) = (0, 2)$ such that $x_0 \leq F(x_0, y_0)$ and $y_0 \geq F(y_0, x_0)$. Hence all the hypotheses of Theorem 3.1 are satisfied and (1.1) and (2.2) are two coupled fixed points of $F$. 

\[ \frac{d(F(x,y), F(u,v)) + d(F(y,x), F(u,v))}{2} = \frac{1}{2}(x - u), \]

\[ \psi_1\left(\frac{d(u,v) + d(y,F(x,y))}{2}, \frac{d(u,v) + d(y,F(x,y))}{2}\right), \]

\[ \frac{d(u,F(v,u)) + d(v,F(x,u))}{2}, \]

\[ \frac{1}{2}\left[d(F(x,y), F(u,v)) + d(F(y,x), F(u,v))\right] - \psi_2(d(u,v) + d(y,F(x,y)) + d(u,F(v,u)) + d(v,F(x,u))), \]

\[ \frac{1}{2}\left[d(F(x,y), F(u,v)) + d(F(y,x), F(u,v))\right] - \psi_2(d(u,v) + d(y,F(x,y)) + d(u,F(v,u)) + d(v,F(x,u))), \]

\[ \text{max}\{\frac{(y-u)v}{2}, \frac{y}{2} + \frac{y}{4}\} \leq \frac{1}{16}[x+u] + \frac{y}{4} + \frac{y}{4}. \]
Here we observe that \((1, 1)\) and \((2, 2)\) are neither comparable with each other nor there exist \((z, t) \in X \times X\) which is comparable with \((1, 1)\) and \((2, 2)\). Hence condition (3.2.1) fails to hold, and \(F\) has more than one coupled fixed point.

**Example 3.7** Let \(X = R^+\) with the usual metric and the usual ordering. We define \(F : X \times X \rightarrow X\) by

\[
F(x, y) = \begin{cases} \frac{x+y}{2}, & \text{if } x \geq y \\ 0, & \text{otherwise.} \end{cases}
\]

Then \(F\) clearly satisfies mixed monotone property.

We define \(ψ_1, ψ_2 : (R^+)^4 \rightarrow R^+\) by

\[
ψ_1(t_1, t_2, t_3, t_4) = \max\{t_1, t_2, t_3, t_4\} \quad \text{and} \quad ψ_2(t_1, t_2, t_3, t_4) = \frac{t_1+t_2+t_3+t_4}{32}, \quad t_1, t_2, t_3, t_4 \geq 0.
\]

Then \(F\) satisfies all the hypotheses of Theorem 3.1 with \((x_0, y_0) = (1, 0)\) and \((0, 0)\) is the unique coupled fixed point of \(F\). But Theorem 1.8 cannot be applied; for, at \(x = 1, u = v = y = 0\), we have \(d(F(x, y), F(u, v)) = \frac{1}{2}\) and \(d(x, u) + d(y, v) = \frac{1}{2}\), so that inequality (1.8.1) fails to hold.

**Remark 3.8** Example 3.7 and Remark 3.4 suggest that Theorem 3.1 is a generalization of Theorem 1.8.

**IV. CONCLUSION**

In this paper, we proved the existence of coupled fixed points of \(F\) using generalized altering distance functions in four variables under \(F\)-invariant set without using mixed monotone property. We deduced the existence of coupled fixed points of \(F\) in partially ordered metric spaces from our main results. Several examples are provided in support of our results. One of our results (Theorem 3.1) generalized the results of Bhaskar and Lakshmikantham [8].
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